Statistical Analysis for the Internal Assessment

Depending on your Internal Assessment topic, you may need to statistically analyze your data in order to support or refute your hypothesis as it relates to your research question.  There are a variety of ways in which you might approach this, and a brief overview of the commonly used methods will aid in your understanding of the process.  For instance, let’s say you read that Lysol brand disinfectant kills 99.9% of germs on contact, and you want to test this claim.  The first thing you need to do is to develop what’s called a null hypothesis.  A null hypothesis generally states that there is no statistically significant difference in what you’re observing, and what is claimed to be true—in other words, you run a test and you find that Lysol indeed does what it says, kills 99.9% of germs.  Your experiment might not show a surface that is 99.9% free of bacteria after cleaning, but it might be statistically close enough to say any difference you are observing is due to the chance—chance you will soon learn how to calculate.  In our current example involving Lysol, the null hypothesis would be that Lysol kills 99.9% of germs on contact.  To answer this question, you would design an experiment, collect data, and analyze the results.  In your analysis, one method you would likely choose to use is called a t-test.  The t-test is designed to test means.  It tests to see if your experimental outcomes are statistically different from your null hypothesis.  In this case, you would calculate a t-value, use a table of critical values to then find the p-value, and use this number to determine how accurate your data is to the claim made on the bottle of Lysol.  As a general rule, if your p-value is 0.05 or greater, you fail to reject the null hypothesis and assume the small difference you are seeing is due to chance and chance alone.  

So how do we do this and what do we need to perform our calculations?  Before we begin, we should determine our number of degress of freedom.  This is commonly the number of samples, minus 1 (df = n – 1).  Next, we proceed with our calculations.  To determine a p-value, we need to know the purported claim, m0, the sample mean, 
[image: image2.wmf][image: image1.wmf], the sample size, n, the standard deviation, s, and a null hypothesis.  The sample mean is simple, tally up all values and divide by the number of measurements, this is .  n, the sample size, is the number of measurements in your sample.  The standard deviation, s, is the number that shows spread in the data.  A smaller number indicates that most of the data is close to the mean, whereas a large standard deviation means that the data is very scattered.  Once we have all these values, we can plug them into the following equation, calculate a critical value, t, and determine our p-value.  The equation is:  
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Now that you’ve calculated t, you will look for this value in a table of critical values taking into account the number of degrees of freedom involved in our experiment and then determine your p-value.

	 
	Upper tail probability p

	df
	0.25
	0.20
	0.15
	0.10
	0.05
	0.025
	0.02
	0.01
	0.005
	0.0025
	0.001
	0.0005

	1
	1.000
	1.376
	1.963
	3.078
	6.314
	12.71
	15.89
	31.82
	63.66
	127.3
	318.3
	636.6

	2
	0.816
	1.061
	1.386
	1.886
	2.920
	4.303
	4.849
	6.965
	9.925
	14.09
	22.33
	31.60

	3
	0.765
	0.978
	1.250
	1.638
	2.353
	3.182
	3.482
	4.541
	5.841
	7.453
	10.21
	12.92

	4
	0.741
	0.941
	1.190
	1.533
	2.132
	2.776
	2.999
	3.747
	4.604
	5.598
	7.173
	8.610

	5
	0.727
	0.920
	1.156
	1.476
	2.015
	2.571
	2.757
	3.365
	4.032
	4.773
	5.893
	6.869

	6
	0.718
	0.906
	1.134
	1.440
	1.943
	2.447
	2.612
	3.143
	3.707
	4.317
	5.208
	5.959

	7
	0.711
	0.896
	1.119
	1.415
	1.895
	2.365
	2.517
	2.998
	3.499
	4.029
	4.785
	5.408

	8
	0.706
	0.889
	1.108
	1.397
	1.860
	2.306
	2.449
	2.896
	3.355
	3.833
	4.501
	5.041

	9
	0.703
	0.883
	1.100
	1.383
	1.833
	2.262
	2.398
	2.821
	3.250
	3.690
	4.297
	4.781

	10
	0.700
	0.879
	1.093
	1.372
	1.812
	2.228
	2.359
	2.764
	3.169
	3.581
	4.144
	4.587

	11
	0.697
	0.876
	1.088
	1.363
	1.796
	2.201
	2.328
	2.718
	3.106
	3.497
	4.025
	4.437

	12
	0.695
	0.873
	1.083
	1.356
	1.782
	2.179
	2.303
	2.681
	3.055
	3.428
	3.930
	4.318

	13
	0.694
	0.870
	1.079
	1.350
	1.771
	2.160
	2.282
	2.650
	3.012
	3.372
	3.852
	4.221

	14
	0.692
	0.868
	1.076
	1.345
	1.761
	2.145
	2.264
	2.624
	2.977
	3.326
	3.787
	4.140

	15
	0.691
	0.866
	1.074
	1.341
	1.753
	2.131
	2.249
	2.602
	2.947
	3.286
	3.733
	4.073

	16
	0.690
	0.865
	1.071
	1.337
	1.746
	2.120
	2.235
	2.583
	2.921
	3.252
	3.686
	4.015

	17
	0.689
	0.863
	1.069
	1.333
	1.740
	2.110
	2.224
	2.567
	2.898
	3.222
	3.646
	3.965

	18
	0.688
	0.862
	1.067
	1.330
	1.734
	2.101
	2.214
	2.552
	2.878
	3.197
	3.611
	3.922

	19
	0.688
	0.861
	1.066
	1.328
	1.729
	2.093
	2.205
	2.539
	2.861
	3.174
	3.579
	3.883

	20
	0.687
	0.860
	1.064
	1.325
	1.725
	2.086
	2.197
	2.528
	2.845
	3.153
	3.552
	3.850

	21
	0.686
	0.859
	1.063
	1.323
	1.721
	2.080
	2.189
	2.518
	2.831
	3.135
	3.527
	3.819

	22
	0.686
	0.858
	1.061
	1.321
	1.717
	2.074
	2.183
	2.508
	2.819
	3.119
	3.505
	3.792

	23
	0.685
	0.858
	1.060
	1.319
	1.714
	2.069
	2.177
	2.500
	2.807
	3.104
	3.485
	3.768

	24
	0.685
	0.857
	1.059
	1.318
	1.711
	2.064
	2.172
	2.492
	2.797
	3.091
	3.467
	3.745

	25
	0.684
	0.856
	1.058
	1.316
	1.708
	2.060
	2.167
	2.485
	2.787
	3.078
	3.450
	3.725

	26
	0.684
	0.856
	1.058
	1.315
	1.706
	2.056
	2.162
	2.479
	2.779
	3.067
	3.435
	3.707

	27
	0.684
	0.855
	1.057
	1.314
	1.703
	2.052
	2.158
	2.473
	2.771
	3.057
	3.421
	3.690

	28
	0.683
	0.855
	1.056
	1.313
	1.701
	2.048
	2.154
	2.467
	2.763
	3.047
	3.408
	3.674

	29
	0.683
	0.854
	1.055
	1.311
	1.699
	2.045
	2.150
	2.462
	2.756
	3.038
	3.396
	3.659

	30
	0.683
	0.854
	1.055
	1.310
	1.697
	2.042
	2.147
	2.457
	2.750
	3.030
	3.385
	3.646

	40
	0.681
	0.851
	1.050
	1.303
	1.684
	2.021
	2.123
	2.423
	2.704
	2.971
	3.307
	3.551

	50
	0.679
	0.849
	1.047
	1.299
	1.676
	2.009
	2.109
	2.403
	2.678
	2.937
	3.261
	3.496

	60
	0.679
	0.848
	1.045
	1.296
	1.671
	2.000
	2.099
	2.390
	2.660
	2.915
	3.232
	3.460

	80
	0.678
	0.846
	1.043
	1.292
	1.664
	1.990
	2.088
	2.374
	2.639
	2.887
	3.195
	3.416

	100
	0.677
	0.845
	1.042
	1.290
	1.660
	1.984
	2.081
	2.364
	2.626
	2.871
	3.174
	3.390

	1000
	0.675
	0.842
	1.037
	1.282
	1.646
	1.962
	2.056
	2.330
	2.581
	2.813
	3.098
	3.300



Another commonly used method of analysis is called the 2-sample t-test.  This test is also designed to assess the statistical significance of your sample data against your null hypothesis and takes into account the calculated mean of your data; it’s not evaluating a claim as the earlier test was.  You still need to know 
[image: image4.wmf], n, s, and your null hypothesis, but the equation involved is a little larger.   The equation for calculating the t-value, is:
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For calculating the degrees of freedom, we use:
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Additionally, a simpler method often used for calculating the degrees of freedom, has you take the smallest sample number and subtracting 1 from this.  For instance, if you have a variety of tests you’ve run, and your sample sizes are 6, 12, 8 and 13, you could simply calculate your degrees of freedom as df = (6-1) = 5.  As with the t-test, you find your calculated value for t in the table of critical values, determine your probability for you given number of degrees of freedom, and determine if you reject or fail to reject your null hypothesis.  If the p-value is greater than 0.05, you fail to reject your null hypothesis and assume any observed difference is due to chance.  If the p-value is less than 0.05, you need to reject your null hypothesis and assume your experimental treatment is responsible for the difference.  


As an example, let’s say you want to show that sweeping the floor with a broom gets it cleaner than not sweeping it at all.  To test this you decide to swab and culture a variety of floors that have been swept versus some that haven’t.  Your null hypothesis would be that there is no difference between swept versus unswept floors—both are equally dirty.  Additionally, you need to develop a standard hypothesis that you wish to test.  For example, you might hypothesize that sweeping will result in a cleaner floor as opposed to not cleaning it at all—which would result in less colonies growing on cultures taken from floors which have been swept.  After you perform your tests, count your colonies, and do your statistical calcuations you deterimine your p-value to be 0.001.  This value is smaller than 0.05, so you reject the null hypothesis (that there is no difference between a swept and an unswept floor), and explain why you support your experimental hypothesis—unswept floors are dirtier than those that have been swept.   


Had the p-value been 0.051 (or greater), let’s say, then you would have failed to reject your null hypothesis and determined that sweeping the floor has no bearing on whether or not it is clean—that is, both swept and unswept floors are equally dirty.

Luckily, you also have a graphing calculator that can do these calculations for you.  If you have a Texas Instruments calculator, Google your make along with “standard deviation” (e.g., TI-84 standard deviation) and follow a link that will show you how to do this on your calculator.  
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